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Abstract 

As artificial intelligence (AI) transforms workplaces, understanding how future graduates engage 
with AI technologies is crucial for enhancing employability. This study investigates higher 
education students’ familiarity with and perceptions of generative artificial intelligence (GenAI) 
in their learning. Using the Technology Acceptance Model (TAM) and incorporating personal 
innovativeness in information technology, we examined factors influencing students’ adoption 
of GenAI. An online survey was conducted between April 30 and May 11, 2024, with 233 
students from a college in northern Israel completing the questionnaire. Results revealed 
significant positive correlations, supporting the study’s theoretical framework. Personal 
innovativeness was strongly related to TAM variables. Perceived usefulness, perceived ease of 
use, attitude toward use and behavioural intention to use the technology were each significant 
predictors of actual GenAI use. Gender and field of study influenced adoption, with both males 
and students studying information systems and economics showing higher usage rates. To the 
best of our knowledge, this study is the first to integrate TAM with personal innovativeness and 
demographic factors to assess student engagement with GenAI. The findings provide a 
theoretical and empirical foundation for understanding student responses to new technologies 
in higher education. The identified gender gap and field-based differences suggest that tailored 
approaches are necessary to enhance student engagement with GenAI tools. Overall, the 
findings imply that teaching practices should include scaffolded, inclusive strategies that foster 
GenAI literacy, adaptability and ethical awareness. Such approaches may strengthen students’ 
preparedness for AI-enhanced workplaces and support higher education’s role in assuring 
graduate employability. 
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Introduction 

Amid ongoing debates on the impact of technology in the sphere of education (Baytak, 2023; Tamim 
et al., 2011), the emergence of artificial intelligence (AI) presents transformative promise but also 
considerable challenges (Nguyen et al., 2023). With its ability to execute tasks that normally require 
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human intelligence, by simulating cognitive processes using computers (Dwivedi et al., 2023), AI holds 
immense potential for education (Huang et al., 2023). Already, AI is used in realms such as language 
acquisition (Ali et al., 2023), mathematics education (Chu et al., 2021) and medical training (Wood et 
al., 2021). Beyond its immediate uses, the integration of AI in education not only enhances students’ 
academic engagement but also has the potential to equip them with skills that are increasingly 
essential for employability in an AI-driven job market (Zouhaier, 2023). This facet of AI adoption within 
educational systems is highlighted by emerging concepts such as “AI readiness” (Karaca et al., 2021), 
“AI capabilities” (Markauskaite et al., 2022) and “AI literacy” (Long & Magerko, 2020), which capture 
the need to incorporate AI as part of students’ preparation for their career futures. However, studies 
suggest these outcomes are not automatic. Without clear guidance, ethical awareness and 
appropriate teaching strategies, important learning goals may be missed, leaving some students 
struggling to use AI tools effectively and underprepared for AI-mediated workplaces (Alqahtani & 
Wafula, 2025; Alhammadi & Alhazmi, 2025; Selwyn, 2022; Ugwuozor & Egenti, 2024).  

Generative AI (GenAI) is a type of AI that can produce original text, images and various forms of other 
media (Baytak, 2023). ChatGPT, an early GenAI tool (Bozkurt et al., 2023), was released in November 
2022 (Lock, 2022). Since then, it has been followed by an increasing number of new GenAI tools serving 
a range of purposes (Chan & Hu, 2023). The rapid integration of GenAI within higher education holds 
potential to revolutionise student experiences and outcomes by offering personalised learning, 
adaptive support and scalable instruction (Baidoo-Anu & Ansah, 2023). At the same time, it raises 
concerns regarding precision, data privacy and ethical considerations (Lan & Chen, 2024; Sullivan et 
al., 2023).   

Higher education must adapt if it is to equip graduates with the competencies and skills necessary to 
navigate the dynamics of modern employment environments, where GenAI is already reshaping 
professional practice and skill demands (Buck, 2024; Otermans et al., 2023). Indeed, while 
foundational GenAI models have existed for several years, the release of tools, such as ChatGPT, 
significantly increased public and educational engagement, prompting a surge in interest and 
experimentation in higher education settings (Barakat et al., 2024). Recent studies have examined the 
use of emerging technologies within higher education (e.g., Chowdhury & Singha, 2023; Granić, 2023; 
Jha et al., 2022; Waddill, 2023) and AI (e.g., Alotaibi, 2024; Laupichler et al., 2022). For example, 
Alotaibi (2024) highlights how AI-integrated learning platforms, when implemented with institutional 
support, can promote student adaptability, engagement and critical thinking – competencies aligned 
with graduate employability. Yet, while the need to prepare students for AI-driven workplaces is well 
acknowledged, the educational frameworks for doing so remain underdeveloped and in need of 
empirical grounding (Damaševičius, 2024) – all the more so with respect to the new challenges and 
evidence-based professional development required for the successful integration of GenAI 
(Dehouche, 2021; Dwivedi et al., 2023; Hwang & Chen, 2023). 

Recent policy reviews have shown that universities globally are now actively developing guidelines to 
manage the integration of generative AI in learning and assessment, often shifting from restrictive to 
more supportive frameworks (Jin et al., 2025). This includes recent work on GenAI in teaching and 
learning, including its use in work-integrated learning and employability-focused contexts – an area 
increasingly relevant to curriculum design and institutional strategy (Dwyer et al., 2025; Greenwood, 
2025; Harris-Reeves et al., 2023). 

Student perspectives play a crucial role in discussions surrounding the adoption of GenAI, representing 
a fundamental element of institutional strategies, as outlined by Sullivan et al. (2023). Broadly 
speaking, students’ views regarding their learning environments can significantly influence their 
approaches to learning and the results they achieve, with positive perceptions generally conducive to 
deep learning, and negative perceptions potentially limiting students to surface-level learning (Biggs, 
1999). However, the adoption of GenAI within academic institutions has elicited mixed responses from 
faculty members and students alike (Smolansky et al., 2023). While some students express enthusiasm 
about GenAI’s potential to enhance learning, others report discomfort, confusion or ethical concerns 
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regarding its use in academic settings, as documented in both national and global studies (Kim et al., 
2025; Ravšelj et al., 2025; Ugwuozor & Egenti, 2024). Experience, ability and interest in new 
technologies may all underpin these attitudes to some degree – a point noted by Haverila and Barkhi 
(2009), who identified a positive relationship between students’ preparedness for e-learning and their 
perceived learning achievements. Al-Adwan and colleagues (2023) also emphasise the importance of 
considering factors, such as gender, academic expertise and age, to better understand their impact on 
students’ readiness to adopt novel technologies. 

Drawing on the technology acceptance model (TAM; Davis, 1989), this study explores higher education 
students’ familiarity with and perceptions toward the incorporation of GenAI in academic learning, 
focusing on its perceived usefulness, ease of use and actual technology adoption. Specifically, we 
propose a model linking personal attributes with different perceptions toward the use of GenAI for 
learning, as well as actual use of GenAI itself, and we test eight hypotheses derived from our model 
with a sample of 233 Israeli students. The study has three main aims: (1) to identify individual factors 
that promote or impede students’ acceptance of GenAI technology; (2) to support development of a 
potential strategic plan to enrich teaching by embedding GenAI-based technology within the academic 
environment; and (3) to identify factors influencing students’ engagement with GenAI, and in turn, 
their readiness to join AI-driven workplaces. Importantly, although the study focused on students’ 
general learning perceptions, these can offer insights into how students understand and approach 
GenAI as a learning tool—insights that may indirectly reflect their readiness to develop the digital 
adaptability, ethical reasoning and AI literacy required for the evolving world of work (Harris-Reeves 
et al., 2023; Waring & Evans, 2024). In this way, this study aims to support the development of 
pedagogical strategies that aim to bridge academic and professional readiness. 

Literature review and hypotheses  

AI and employability 

The rapid integration of AI into the labour market is fundamentally transforming the essential skill sets 
required for employees to maintain their relevance and competitiveness (Hupfer, 2002; World 
Economic Forum, 2025). AI technologies, such as GenAI are capable of managing tasks that encompass 
decision-making, problem-solving and data analysis—the capacity to interpret and utilise data—to an 
extent that is remarkable (Ismail et al., 2024). This technological transformation demands a new level 
of technological literacy across diverse sectors (Bera et al., 2024). For example, while it is obvious that 
familiarity with machine learning – a subdivision of AI dedicated to enabling machines to acquire 
knowledge from data without explicit programming – has become particularly vital in disciplines, such 
as engineering and data science (Benriyene et al., 2024), employees in non-engineering careers also 
require an understanding of what AI offers (Ismail et al., 2024; Petropoulos, 2018).  

Against this background, higher education must assume a fundamental role in cultivating AI-based 
competencies among students across fields of study. To develop employable graduates, institutions 
must revise their curricula to incorporate AI literacy, ensuring that students learn not only technical 
proficiencies but also the adaptability to navigate changing AI-enhanced work settings. 

In parallel, recent scholarship has begun to explore how AI intersects with career development 
learning (CDL) and work-integrated learning (WIL). Pandya and Wang (2024) reviewed AI applications 
in career development and found that most are deployed in organisational settings – such as AI-
powered coaching systems and data-driven career pathway tools – rather than in university-based 
teaching or learning contexts. Wahab et al. (2024), in a bibliometric analysis of graduate employability 
research, similarly identified a lack of focus on pedagogical interventions using AI. At the student level, 
Chaurasia and Veeriah (2023) showed that learners place high value on practical, job-aligned training, 
reinforcing the importance of teaching and learning approaches that embed real-world readiness. 
These studies point to an emerging opportunity for higher education to link GenAI with CDL and WIL 
in ways that support students’ preparation for AI-mediated work environments. 
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GenAI in the era of educational datafication 

GenAI, as defined by Chan and Hu (2023), encompasses a category of AI models that can produce 
novel data forms, like text, images, audio or code. The domain of GenAI is experiencing swift 
progression, characterised by the continuous emergence of fresh models and applications (García-
Peñalvo & Vázquez-Ingelmo, 2023). At the time of writing, there were several prominent examples of 
GenAI technologies, falling into three main categories. The first, large-language-model chatbots, are 
designed to produce text to user inputs that resemble human-like responses. Examples include 
ChatGPT, developed by OpenAI (e.g., Strzelecki, 2024), Bard, developed by Google (Waisberg et al., 
2024) and Claude, from Anthropic (Ali et al., 2023). The second main category comprises text-to-image 
systems, designed to generate high-quality visuals from natural-language textual descriptions. 
Examples include DALL-E and DALL-E 2, developed by OpenAI (e.g., Borji, 2022; Marcus et al., 2022) 
and Midjourney, developed by the lab of the same name (e.g., Wasielewski, 2023). The third main 
category is coding and the main system available is Codex, also from OpenAI, which can produce code 
in multiple programming languages (Idrisov & Schlippe, 2024). 

The growing availability of GenAI has accelerated the phenomenon of “datafication” as described by 
Loosen (2018), where different components are converted into data, including information, 
behaviours and interactions (Flensburg & Lomborg, 2023). Within higher education, datafication 
entails an increased emphasis on the gathering, analysis and use of student data for a variety of 
objectives, including monitoring performance, identifying at-risk students, evaluating teaching 
strategies (Jarke & Breiter, 2019), simplifying administrative tasks, predicting enrolment trends, 
optimising resources (Szcyrek et al., 2024) and facilitating personalised learning pathways (Nguyen et 
al., 2023). However, datafication and GenAI also pose challenges. These include privacy concerns 
(Korir et al., 2023); the perpetuation of algorithmic biases, leading to disparities (Nguyen et al., 2023); 
excessive dependence on data-driven metrics, with concomitant loss of focus on educational goals 
such as critical thinking (Raffaghelli et al., 2020); and technical restrictions demanding specialised 
knowledge and resources (Szcyrek et al., 2024). Educators, therefore, face a dual imperative: to 
integrate datafication constructively into pedagogical design, while also equipping students with the 
skills to critically interpret and engage with data-driven systems (Raffaghelli et al., 2020). Without such 
preparation, graduates may struggle to navigate AI-mediated work environments where ethical 
reasoning and data literacy are essential (Nguyen et al., 2023). Moreover, higher education 
institutions must ensure that teaching staff are adequately supported to develop and deliver such 
competencies, especially as data use becomes increasingly embedded in both educational and 
professional domains (Szcyrek et al., 2024). 

Some researchers argue that failure to proficiently employ GenAI in higher education may limit the 
development of educational frameworks and the comprehensive preparation of workers in an 
artificial intelligence-dominated world (Saúde et al., 2024). It follows that understanding students’ 
perceptions of learning tools, like GenAI, may provide insights that inform not only responsible 
integration of these tools, but also the design of teaching and learning strategies aimed at helping 
students develop the AI-related capabilities increasingly required in workplaces (Alqahtani & Wafula, 
2025; Chen et al., 2025; Wut et al., 2025). 

The technology acceptance model (TAM) 

Merely providing technology in educational settings does not guarantee its effective use (Mei et al., 
2018). Intended users must actively adopt the technology, defined as both accepting it and integrating 
it into relevant processes (Granić, 2023). We stress here that, for the effective adoption of any new 
technology, mere acceptance is not sufficient. Even if users are willing to employ new tools or systems, 
various factors may hinder their incorporation into existing routines or processes, including time 
constraints, resource limitations, lack of technical expertise or past negative encounters with 
technology (Al-Adwan et al., 2023). Thus, optimal decision-making by educational institutions must be 
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based on insights into why and how users are likely to embrace emerging technologies (Alshammari 
& Rosli, 2020). 

The technology acceptance model (TAM) (Davis, 1986) is a helpful starting point for understanding 
behaviour relating to the adoption of GenAI (Russo, 2024). The primary objective of the TAM (Figure 
1) is to identify the cognitive and psychological determinants influencing users’ inclination to embrace 
novel technologies (Granić & Marangunić, 2019). Initially developed to analyse computer usage, the 
TAM has been successfully applied to predict learners’ acceptance of educational technologies (e.g., 
Al-Adwan, 2020; Padalia et al., 2023; Shen et al., 2022). 

The TAM identifies a technology’s perceived usefulness (PU) and perceived ease of use (PEU) as 
principal determinants of user acceptance (Stockless, 2018). In the current study, PU was defined as 
the degree to which students believe using GenAI will boost their academic performance. Prior 
research has found a positive relationship between PU, defined in this way, and an intention to 
embrace educational technology (Akour et al., 2022; Al-Rahmi et al., 2022). PEU reflects a user’s 
expectation of how straightforward it will be to engage with the technology (Davis, 1989). Previous 
research into the adoption of educational technology has suggested that users’ PEU considerably 
influences their assessment of PU (Mailizar et al., 2021) and is a precursor to adopting educational 
technology (Saleh et al., 2022).  

The TAM has three additional parameters: attitude toward the technology (AT); behavioural intention 
(BI); and actual use (AU). AT refers to an individual’s positive or negative feelings toward using a 
technology and is a function of PU and PEU. AT, in turn, helps influence behavioural intention to use 
a given technology (Yang & Yoo, 2004), which then predicts the AU of the technology in practice (Davis, 
1989).  

Figure 1 presents the relationships between the TAM parameters as applied in the current study, 
where the technology referred to is GenAI. The relationships between the TAM parameters are 
supported by evidence from a variety of studies within the higher educational context, including 
studies of e-learning (Al-Rahmi et al., 2019; Salloum et al., 2019), programming environments (Arpaci 
et al., 2019), use of Moodle (Teo et al., 2019), use of smartwatches (Al-Emran et al., 2021) and use of 
social media (Al-Qaysi et al., 2023). These findings have established the TAM as a leading scientific 
paradigm for studying the acceptance of learning technologies. 

Figure 1: The technology acceptance model (TAM) as applied to students’ use of GenAI in their 
learning  

 

The cascade of effects captured in Figure 1 underpins our first five hypotheses:  

H1: Perceived ease of use (PEU) of GenAI technologies will positively relate to their perceived 
usefulness (PU).  

H2: Perceived usefulness (PU) and perceived ease of use (PEU) of GenAI will positively relate to 
attitudes toward using GenAI for learning.   
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H3: Perceived usefulness (PU) of GenAI will positively relate to behavioural intentions (BI) to use GenAI 
in learning.   

H4: Students’ attitudes (AT) toward using GenAI in learning will positively relate to their behavioural 
intention (BI) to use GenAI in learning.  

H5: Students’ behavioural intention (BI) to use GenAI in learning will positively relate to their actual 
use (AU) of GenAI for learning purposes.  

The diffusions of innovations theory 

The TAM recognises that external variables can influence PU and PEU (Al-Adwan et al., 2023), and its 
flexibility allows the incorporation of additional factors (see Figure 2). The diffusion of innovations 
(DOI) theory (Rogers, 1983) can be used to supplement the TAM model by considering factors that 
may influence perceptions of a technology’s usefulness and ease of use, and subsequent adoption of 
the technology by users. DOI theory elucidates the process by which an idea or product gradually gains 
traction and spreads across a particular population. It categorises users according to the timing at 
which they adopt an innovation: innovators, who pioneer in experimenting with novel concepts; early 
adopters, who serve as opinion leaders; the early majority, who precede the average person; the late 
majority, who harbour scepticism toward change; and laggards, who are notably conservative.  

Figure 2: TAM model including external variables influencing students’ use of GenAI (Authors, 2025) 

 
According to DOI theory, individuals’ reactions to a new technology—and thus where they are likely 
to fall in the DOI typology—vary according to their inherent inclination to adopt new technology (Fan 
et al., 2020). In turn, characteristics of different users could influence their acceptance of new 
technologies, including GenAI in educational contexts. In this research, we examine two types of 
individual differences that could affect PU and PEU in the context of GenAI: personal innovativeness 
in information technology (a personality trait) and demographic differences. 

Personal innovativeness in IT (PIIT) 

According to Agarwal and Prasad (1998), PIIT is a personality trait reflecting an individual’s willingness 
to try out new technologies. In higher education contexts, PIIT has been shown to influence the 
adoption of e-learning platforms (Twum et al., 2022), animation usage (Dajani & Abu Hegleh, 2019), 
lecture capture systems (Farooq et al., 2017) and mobile learning during the COVID-19 pandemic 
(Sitar-Taut & Mican, 2021). Along the same lines, students who score higher in PIIT may be more open 
to trying and using GenAI and may use GenAI-based systems more frequently during their studies. 

Based on the foregoing, we can expect that personal innovativeness in IT will influence how individuals 
view GenAI in terms of its PU and PEU (see Figure 2). We therefore propose our sixth hypothesis: 
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H6: Personal innovativeness in IT (PIIT) will be positively related to the perceived usefulness (PU) and 
perceived ease of use (PEU) of GenAI technology within a learning context. 

Demographic differences (field of study, gender and age) 

Beyond openness to innovation, as described above, our theoretical model suggests that academic 
characteristics (field of study) and demographics (age and gender) may serve as antecedents of PU 
and PEU (see Figure 2). Previous studies have suggested a positive correlation between knowledge of 
GenAI technologies and frequency of use (e.g., Chan & Hu, 2023). It is then reasonable to assume that 
students studying information systems may be more aware of such technologies than students in 
other fields of study. We also assume that, as economics curricula often involve data analysis, 
information processing and modelling, students in those fields will be relatively more aware of such 
technologies. We therefore hypothesised that: 

H7: Students studying in technologically oriented fields (specifically, information systems or 
economics) will score higher in the perceived usefulness (PU) and perceived ease of use (PEU) of GenAI 
technology within the learning context compared to students in other fields. 

Gender and age may also influence the adoption of new technologies. For example, a study 
investigating preferred sources of information regarding automated vehicle systems found that older 
respondents and women felt less technically sophisticated than their younger and male counterparts 
and were less willing to accept higher levels of automation (Greenwood & Baldwin, 2022). In a study 
by Fasbender (2022), age was negatively linked to attitudes toward new technology. Kourtesis et al. 
(2022) found that older participants were less aware of and held stronger prejudices against 
healthcare technologies than their younger counterparts, while male participants appeared to be 
more aware of such technologies than female participants. Other studies have also found differences 
in the use of information and communication technologies between men and women (e.g., Rispler & 
Luria, 2020). We therefore hypothesised that: 

H8: Younger students and males will score higher in the perceived usefulness (PU) and perceived ease 
of use (PEU) of GenAI technology within the learning context compared to older students and females. 

Method 

Participants and data collection 

We analysed data obtained through a cross-sectional online survey of students at a college in northern 
Israel, conducted between April 30 and May 11, 2024. The questionnaire was sent to all students 
(4400) who study at the college. In total, 337 students responded. Of these, 104 questionnaires were 
incomplete, and so were removed from the analysis. Therefore, our final set comprised 233 student 
questionnaires. 

The survey opened with a brief overview of the study’s general purpose and content, its procedure 
and confidentiality. Participants were assured that the survey data would be used for research 
purposes only and that they could withdraw at any stage. All respondents agreed to participate 
voluntarily. The Max Stern Yezreel Valley college ethics committee approved the research protocol 
(Ethics Number: 2024-68). 

The questionnaire was constructed based on several validated English-language questionnaires 
dealing with different types of technology (Al-Adwan et al., 2023; Khong et al., 2023; Stockless, 2018). 
We made slight adjustments by changing the type of technology described in the questionnaire to 
GenAI. The questionnaire was translated into Hebrew and then back translated into English to confirm 
the accuracy of the Hebrew translation (Brislin, 1980). The full questionnaire is provided in the 
Appendix. 
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Measures 

Demographics 

Participants were asked to provide their age, gender, the degree for which they were studying 
(bachelor’s or master’s degree), department (i.e., field of study) and year of study. 

Personal innovativeness in IT (PIIT) 

PIIT was measured using a four-item questionnaire developed by Al-Adwan et al. (2023), which tests 
students’ willingness to explore new technologies and their capacity to adopt and utilise them. The 
questionnaire comprised three positive items (e.g., ‘If I heard about a new information technology, I 
would look for ways to experiment with it’) and one negative item: ‘In general, I am hesitant to try out 
new information technologies.’ Agreement with each item was measured on a Likert scale, with 1 = 
strongly disagree and 5 = strongly agree. The negative item was reverse scored. For each participant, 
ratings for the four items were then averaged to create a single PIIT score. A higher score indicates a 
tendency toward greater willingness to explore and adopt new technologies. Internal reliability in this 
study was α=0.811, compared to α=0.918 in Al-Adwan et al. (2023). 

Perceived usefulness (PU) 

PU was measured using Stockless’ (2018) six-item questionnaire to test the degree to which students 
believed using GenAI would boost their academic performance. An example item from the scale is: 
‘Generative artificial intelligence can be useful for improving my learning.’ Agreement with each item 
was measured on a Likert scale, with 1 = strongly disagree and 5 = strongly agree. For each participant, 
ratings for the six items were averaged to create a single PU score, with higher scores indicating a 
perception of GenAI as more beneficial. Internal reliability in this study was α=0.936, compared to 
α=0.95 in Stockless (2018). 

Perceived ease of use (PEU) 

PEU was also measured using Stockless’ (2018) six-item questionnaire. A sample item is: ‘It would be 
easy to access generative artificial intelligence and to do what I want to do.’ Agreement with each 
item was measured on a Likert scale, with 1 = strongly disagree and 5 = strongly agree. For each 
participant, ratings for the six items were averaged to create a single PEU score, with higher scores 
indicating a perception of GenAI as easier to use. Internal reliability in this study was α=0.916, 
compared to 0.95 in Stockless (2018). 

Attitude toward use of GenAI (AT) 

AT was measured using five items based on a questionnaire developed by Khong et al. (2023), which 
examines positive and negative feelings toward technology. The original questionnaire consists of four 
items, one reflecting a positive attitude (in our study, ‘I am comfortable learning with generative 
artificial intelligence’) and three reflecting negative attitudes (e.g., ‘Learning with generative artificial 
intelligence is stressful’). In light of recent findings suggesting that ethical concerns—e.g., around 
possible bias, the need for transparency and potential misuse—significantly shape student attitudes 
toward GenAI in education (Al Zaidy, 2024; Barrientos et al., 2024; Mohamed, 2024), we added a fifth 
item addressing this dimension: ‘The use of generative artificial intelligence for learning is 
accompanied by significant ethical concerns.’ Agreement with each item was measured using a Likert 
scale, with 1 = strongly disagree and 5 = strongly agree. The negative items were reverse scored. For 
each participant, ratings for the five items were then averaged to create a single AT score, with high 
values indicating more positive attitudes. Internal reliability for the five items was α=0.805, compared 
to α=0.92 for the original four items in Khong et al. (2023). 

 



Rispler, et al. (2025). Understanding students’ perceptions of generative AI: Implications for pedagogy and graduate employability. 
Journal of Teaching and Learning for Graduate Employability, 16(1), 145–170. 153 

Behavioural intention (BI) 

BI was measured using Khong et al.’s (2023) four-item intention questionnaire. The questionnaire 
comprised three positive items (e.g., ‘I will combine the use of generative artificial intelligence with 
other ways of learning whenever it is possible to do so’) and one negative item: ‘I will only use 
generative artificial intelligence if my college asks me to do so.’ Agreement with each item was 
measured using a Likert scale, with 1 = strongly disagree and 5 = strongly agree. The negative item was 
reverse scored. For each participant, ratings for the four items were then averaged to create a single 
BI score, with higher scores indicating greater intentions to use GenAI for learning purposes. Internal 
reliability in our study was α=0.826, compared with α=0.75 in Khong et al. (2023). 

Actual use of GenAI (AU) 

To examine AU, participants were first asked to identify those GenAI tools they had used for learning 
purposes over the past 30 days, from a list of tools available at the time of the research (e.g., ChatGPT 
3.5, ChatGPT 4.0, Claude, GEMINI, Perplexity, SciSpace, Copilot, Midjourney). For each tool, 
participants were then asked two sets of questions to assess their rate of use. One question elicited 
the number of times participants used the given GenAI tool for learning purposes in the past 30 days 
(an open-ended question). For the analysis, these responses were summed up to calculate the total 
number of times the participant had used GenAI for learning purposes over the past month. Second, 
for each tool, participants were asked to estimate the frequency with which they used that tool for 
each of four purposes (i.e., four items): summarising material; solving exercises; performing 
assessment tasks; and practicing for a test. Frequency was measured on a scale from 1 = never and 5 
= most of the time. For each participant, one mean was calculated for each of the four items, with 
higher scores indicating more use of GenAI for that particular purpose. Internal reliability was α=0.762. 

Data analysis procedure 

Analyses were conducted using IBM SPSS Statistics 28.0 and AMOS 28.0. Because our final sample 
included only completed questionnaires, missing values represented less than 0.8% of the total and 
were not replaced. Cronbach’s α coefficient was determined to verify the reliability of the 
measurement tools used in the study. We then calculated descriptive statistics for participants’ socio-
demographic characteristics. We used t-tests and ANOVA to compare the means of the research 
variables (PIIT, PU, PEU, AT, BI and AU) between genders, academic year and field of study. Pearson 
correlations were calculated to explore the relationships between age and the variables, and between 
the variables themselves.  

Next, to provide preliminary insights into the relationships between variables, we conducted a 
hierarchical regression analysis to test the contribution of all variables for predicting the actual use of 
GenAI. For the regression model, we only entered socio-demographic variables that were significantly 
correlated with using GenAI. Significance was set at the .05 level and all significance tests were two-
tailed.  

Finally, the complete model was tested using structural equation modelling (SEM). In addition, the 
extent to which the theoretical model fitted the data was quantified using the χ2 test. A non-significant 
p-value (p >.05) and a ratio of χ2/df <2 were understood to represent an adequate model fit (Hu & 
Bentler, 1999). The root mean square error of approximation (RMSEA), comparative fit index (CFI), 
Tucker-Lewis index (TLI) and normed fit index (NFI) were also calculated, as recommended by 
Schreiber et al. (2006). A model is considered to fit the data well if the ratio of χ2 to df ≤2, TLI ≥0.95, 
CFI ≥0.95, NFI ≥0.95 and RMSEA ≤0.06. We used the bootstrap method to provide standard errors (SE) 
and significance tests of the indirect and total effects (Shrout & Bolger, 2002). 
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Results 

Demographic characteristics  

Our sample comprised 233 students, of whom 185 were studying for a bachelor’s degree and 48 for a 
master’s degree. Most were female (69.5%). Participants ranged in age from 20 to 74, with an average 
of 31.4 (SD=10.0). Demographic characteristics are reported in Table 1. 

Table 1: Demographic characteristics of participants 

Total 
(N=233) 

Graduate 
 students 

(N=48) 

Undergraduate 
students 
(N=185) Demographic characteristic 

% N % N % N 
 

69.5% 
28.8% 
1.7% 

 
162 
67 
4 

 
75.0% 
25.0% 
0.0% 

 
36 
12 
0 

 
68.1% 
29.7% 
2.2% 

 
126 
55 
4 

Gender 
   Female 
   Male 
   Missing 

  
 

52.1% 
47.9% 

 
25 
23 

 
44.9% 
26.5% 
27.6% 
1.1% 

 
83 
49 
51 
2 

Academic year    
   Year 1 
   Year 2 
   Year 3 
   Year 4 

 
13.3% 
86.3% 
0.5% 

 
31 

201 
1 

 
0.0% 

100.0% 
0.0% 

 
0 

48 
0 

 
16.8% 
82.7% 
0.5% 

 
31 

153 
1 

Field of study    
   Information systems or economics 
   Other social sciences 
   Missing 

Mean (SD) Mean (SD) Mean (SD)  
31.4 (10.0) 

20–74 
39.8 (11.0) 

25–74 
29.3 (8.6) 

20–69 
Age (years) 
        Range 

 

Note: N = number of participants; SD = standard deviation. 

Among the undergraduate students, 68.1% were female, with an average age of 29.3 (SD=8.6). Almost 
half (44.9%) were in their first year of study, 26.5% were in second year and 27.6% were in third year. 
Among the graduate students, 75.0% were female, with an average age of 39.8 (SD=11.0). More than 
half (52.1%) were in their first year of study, with the remainder (47.9%) in second year. Participants 
were enrolled in various academic study programmes (14 programmes for the bachelor’s students 
and eight for the master’s students). We grouped the programmes into two fields: (1) information 
systems or economics; and (2) other social science subjects (primarily social work, psychology, 
criminology, communication, human services, education and health systems management). 

Actual use of GenAI technology  

We tested the frequency with which students used GenAI for four purposes: summarising material; 
solving exercises; performing assessment tasks; and practicing for a test. Table 2, overleaf, shows the 
distribution of responses for this item. 
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Table 2: Frequency of use of GenAI (N=233) 

Questionnaire item Likert scale 
The frequency with 
which I use GenAI for 
learning purposes 
when: 

Never 
1 

Seldom 
2 

Sometimes 
3 

Often 
4 

Most of 
the time 

5 

No 
response 

Summarising 
material 

76 
32.6% 

43 
18.5% 

52 
33.2% 

44 
18.9% 

17 
7.3% 

1 
0.4% 

Solving exercises 104 
44.6% 

 54 
23.2% 

47 
20.2% 

23 
9.9% 

4 
1.7% 

1 
0.4% 

Performing 
assessment tasks 

76 
32.6% 

42 
18.0% 

52 
22.3% 

39 
16.7% 

23 
9.9% 

1 
0.4% 

Practicing for a test 96 
41.2% 

39 
16.7% 

47 
20.2% 

34 
14.6% 

16 
6.9% 

1 
0.4% 

 

As Table 2 shows, 26.2% of the students used GenAI to summarise material often or most of the time, 
26.6% used it to perform assessment tasks often or most of the time and 21.5% used it to practice for 
tests often or most of the time. Just 11.6% used GenAI to solve exercises often or most of the time. 

We also asked students to report the number of times they had used GenAI for learning purposes 
during the preceding 30 days. Their responses ranged from 0 to 125 times, with 36% of the students 
not using GenAI at all for learning purposes in that period (0 times) and the remainder (64%) using it 
at least once. The average number of times the students used GenAI for learning during the preceding 
30 days was 9.1 (SD=20.9). 

In addition, we examined which GenAI tools the students used. The most-used tools were ChatGPT 
3.5 (48.5%), ChatGPT 4.0 (27.5%), Claude (27.5%) and GEMINI (19.7%). Less-used tools were Perplexity 
(3.4%), SciSpace (2.6%), Copilot (1.7%), Midjourney (1.7%), Ruby Bot (0.9%), BlackBox (0.9%) and 
Firefly (0.9%). Thirty-nine percent of the students reported using multiple GenAI tools. 

Relationships between demographic characteristics and research variables 

Differences between genders 

T-tests comparing the variables between genders found a significant difference (medium effect) 
between men’s and women’s PIIT, PEU, BI and AU (Table 3). Male students perceived themselves to 
be more technologically innovative, perceived GenAI as easier to use, had higher intention to use 
GenAI and actually  used GenAI more, compared to female students. However, no significant 
differences were found between men’s and women’s PU and AT. 

Table 3: Mean differences in variables between genders 

D p-value t 
(df=227) 

Male 
(N=67) 

Female 
(N=162) Variable 

SD M SD M 

-0.45 .002 -3.22 0.88 3.74 0.98 3.32 Personal innovativeness in IT 
(PIIT) 

-0.26 .078 -1.77 0.98 3.92 1.10 3.65 Perceived usefulness (PU) 
-0.55 <.001 -3.77 0.93 3.71 1.00 3.17 Perceived ease of use (PEU) 
-0.20 .175 -1.36 0.96 3.70 0.99 3.51 Attitude toward use (AT) 
-0.40 .003 -3.03 0.87 3.72 1.09 3.29 Behavioural intention (BI) 
-0.41 .006 -2.80 1.03 2.60 0.93 2.21 Actual use (AU) 
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Note: M = mean; SD = standard deviation; D = effect size (Cohen’s D); df = degrees of freedom. Significant 
effects are in bold. 

Differences by fields of study  

Table 4 presents the results of the independent samples t-tests used to test differences in the means 
of the research variables among students in technologically oriented fields (information systems or 
economics) versus those studying other social science subjects.  
Table 4: Mean differences in variables between fields of study 

D p-value t 
(df=231) 

Other 
social 

sciences 
(N=202) 

Information 
systems or 
economics 

(N=31) 
Variable 

SD M SD M 
0.41 .005 2.91 1.00 3.39 0.64 3.78 Personal innovativeness in IT (PIIT) 
0.11 .569 0.57 1.08 3.71 1.00 3.83 Perceived usefulness (PU) 
0.62 .002 3.21 1.01 3.25 0.85 3.86 Perceived ease of use (PEU) 
0.05 .783 0.28 0.99 3.56 0.97 3.61 Attitude toward use (AT) 
0.43 .007 2.79 1.07 3.34 0.78 3.78 Behavioural intention (BI) 
0.62 .001 3.23 0.95 2.25 0.97 2.85 Actual use (AU)  

Note: M = mean; SD = standard deviation; D = effect size (Cohen’s D); df = degrees of freedom. Significant 
effects are in bold. 

Significant differences (a medium effect) were found between the fields of study for PIIT, PEU, BI and 
AU. That is, students who studied information systems or economics perceived themselves to be more 
technologically innovative, perceived GenAI as easier to use, had a higher intention of use and actually 
used GenAI more, compared to students in other social science fields. No significant differences were 
found between the fields of study in terms of PU and AT. 

Differences by academic years 

Differences between the years of study were examined separately for undergraduate and graduate 
students. ANOVAs were used to compare the research variables between undergraduates in their first, 
second or third years, and t-tests were used to compare the variables between graduate students in 
years one and two. No statistically significant differences were found in any of these analyses. 

Correlations between age and variables 

Pearson correlations were calculated to test for correlations between age and the research variables. 
All correlations were found to have a weak and non-significant effect, except for that between age 
and PEU, which exhibited a weak but statistically significant effect (r=-.15, p<.05). 

Correlations between research variables 

Table 5 presents the correlations between the research variables. As can be seen, all correlations were 
positive and significant (p<.001). In particular, there were significant positive correlations between 
PIIT and PU (r=.58), between PIIT and PEU (r=.60), between PU and AT (r=.69), between PU and BI 
(r=.78), between PEU and AT (r=.49), between AT and BI (r=.67) and between BI and AU (r=.60). 
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Table 5: Pearson correlations, Cronbach’s alpha, means and SDs of the research variables (N=233) 

Variable 1 2 3 4 5 Cronbach’s 
alpha M SD 

1. Personal innovativeness 
in IT (PIIT) 1     .811 3.44 0.97 

2. Perceived usefulness (PU) .58* 1    .936 3.73 1.07 

3. Perceived ease of use 
(PEU) .60* .63* 1   .916 3.33 1.01 

4. Attitude toward use (AT) .54* .69* .49* 1  .805 3.57 0.98 

5. Behavioural intention (BI) .55* .78* .65* .67* 1 .826 3.40 1.05 

6. Actual use (AU) .50* .60* .57* .45* .60* .762 2.33 0.97 

Note: M = mean; SD = standard deviation; *p < .001. 

Hierarchical linear regression analysis for predicting actual use of GenAI 

Hierarchical linear regression was used to predict the actual use of GenAI (AU). In the first step, the 
demographic variables found to be significantly related to AU were entered into the model: gender 
(1, female; 0, male); and field of study (1, other social sciences; 0, information systems or economics). 
In the second step, the remaining research variables (PIIT, PU, PEU, AT and BI) were entered into the 
model. The results of these analyses are presented in Table 6. 

Table 6: Hierarchical regression analysis for predicting the actual use of GenAI (N=228) 

R2 p-
value t β SE B Predictor variable 

.07 <.001 16.37  .18 3.00 Step 1: (constant) 

 .031 -2.18 -.14 .14 -.31 Gender (1 = female) 

 .005 -2.81 -.19 .19 -.54 Field of study (1 = other social sciences) 

.46 .442 0.77  .27 0.21 Step 2: (constant) 

 .615 -0.50 -.03 .11 -.06 Gender (1 = female) 

 .035 -2.13 -.11 .15 -.32 Field of study (1 = other social sciences) 

 .094 1.68 .12 .07 .12 Personal innovativeness in IT (PIIT) 

 .004 2.90 .26 .08 .24 Perceived usefulness (PU) 

 .014 2.48 .18 .07 .17 Perceived ease of use (PEU) 

 .571 -0.57 -.04 .07 -.04 Attitude toward use (AT) 

 .012 2.54 .23 .08 .21 Behavioural intention (BI) 

Note: B = unstandardised coefficient; SE = standard error; β = standard coefficient. Significant effects are in 
bold. 

In step one, gender and field of study were shown to be significant predictors of AU, with male 
students and those studying information systems or economics using GenAI more, compared to 
female students. These variables explained 7% of the variance in the actual use of GenAI.  
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In step two, PU, PEU and BI emerged as significant predictors of AU. That is, the more students 
perceived GenAI as being useful and easy to use, and the higher their usage intentions and the more 
they used GenAI. These variables added 39% to the explained variance.  

In total, our model explained 46% of the variance of the actual use of GenAI. The model was 
statistically significant (F(7,220)=27.19, p<.001). 

Structural equation modelling  

Structural equation modelling was used to examine the research model while controlling for the two 
background variables (gender and field of study) that were significant predictors in the regression 
model. The results of the analysis are presented in Figure 3. The model fits the observed data well, as 
seen in the goodness-of-fit indices: χ2=13.2; df=10; p=.212; χ2/df=1.3; RMSEA=.038; CFI=.996; 
TLI=.989; and NFI=.985. 

As depicted in Figure 3, PIIT was positively related to PU (β=0.34, p<.001), PEU (β=0.57, p<.001) and 
AT (β=0.23, p<.001). Moreover, PEU was positively related to PU (β=0.43, p<.001), BI (β=0.24, p<.001) 
and AU (β=0.23, p<.001). While PEU had no direct effect on AT (β=0.01, p=.926), it did have an indirect 
effect through PU (indirect effect=0.23, SE=0.05 CI=[0.14, 0.34]). These results indicate that PU fully 
mediated the association between PEU and AT. Furthermore, PU was positively related to AT (β=0.55, 
p<.001), BI (β=0.47, p<.001) and AU (β=0.27, p<.001). A positive relationship between AT and BI was 
also found (β=0.23, p<.001). Finally, BI was positively related to AU (β=0.23, p<.01). In aggregate, the 
combined effects of all paths in the model accounted for 46% of the variance in the actual use of 
GenAI. 

Figure 3: Results of the Structural Equation Model (N=228) 

 
Note: Numbers next to the single-headed arrows reflect standardised regression weights; *p < .05, **p < .01, 
***p < .001.   
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Discussion 

As employers place greater emphasis on AI proficiency and data analysis capabilities across sectors, 
students who demonstrate mastery of GenAI tools will have a competitive edge in the workforce 
(Jacques et al., 2024). Employers expect graduates to navigate complex AI-enhanced workflows, 
perform data-driven decision-making and collaborate seamlessly with AI systems to optimise business 
outcomes (Ejjami, 2024). Therefore, fostering familiarity with GenAI within educational contexts 
directly contributes to improving students’ employability by preparing them to meet these growing 
demands (Ismail et al., 2024). The present study advances this agenda by examining student 
perceptions toward and use of GenAI in their higher education context. Consistent with the TAM 
literature (Davis, 1989; Saif et al., 2024), our findings support the favourable impact of perceived 
usefulness and perceived ease of use on both attitudes toward and intentions to use GenAI.   

Furthermore, our research revealed gender and academic discipline as critical predictors of GenAI 
adoption. Although gender was not significant in the SEM model, it was significant in the bivariate 
analysis (t-test) and in the hierarchical regression in the first step, when the other research variables 
had not yet been entered into the model. Male students and those specialising in information systems 
or economics displayed heightened levels of innovativeness and greater intentions to use GenAI. The 
latter observation is consistent with prior research that indicates a higher comfort level with 
technology in disciplines focused on business and technology (e.g., Dowling‐Hetherington et al., 2020), 
economics (e.g., Leão & Ferreira, 2021) and information systems (e.g., Naveh & Shelef, 2021). The 
identified gender disparity corresponds with previous findings with respect to technology adoption 
generally (Rola‐Rubzen et al., 2020) and the use of GenAI in particular (Draxler et al., 2023). Daher and 
Hussein (2024) found gender differences in perceptions of AI tools specifically in educational settings. 
Addressing these disparities is imperative to guarantee equitable access to AI technologies for all 
student demographics to ensure equitable preparation for the workforce. 

The gender and discipline disparities identified in our study also have significant implications for 
workforce preparedness. The observed gender gap – where male students showed higher comfort 
with GenAI – mirrors broader technology industry trends, with employers increasingly advocating for 
diversity in technology and AI literacy across genders (Draxler et al., 2023). This is not only a matter of 
equity, but essential to improving the quality, fairness and accountability of AI systems as gender-
diverse teams have been shown to produce more robust and reliable AI outcomes (Cynthia & Roy, 
2025). Addressing these gaps in educational settings will contribute to greater workforce inclusivity 
and ensure that female students and those from underrepresented disciplines are well-prepared for 
AI-enhanced roles (Daher & Hussein, 2024).  

Beyond the demographic factors, the significance of PIIT as an external determinant underscores the 
relevance of individual technological comfort levels. In our study, students exhibiting higher levels of 
PIIT demonstrated a more pronounced positive correlation with PU and PEU. These findings are in line 
with those of Teo et al. (2019), who identified analogous relationships between attitudes and 
behavioural intentions in the context of students’ willingness to use Moodle. Teo et al. (2019) argued 
that students with higher PIIT are more likely to embrace AI technologies in professional 
environments. This is particularly true in fields like information systems and economics, where data-
driven decision-making and the integration of AI into everyday business practices are now 
fundamental skills for workforce success. However, employers increasingly seek AI literacy across all 
disciplines, including non-technical fields such as marketing, management and education (Benriyene 
et al., 2024). Therefore, enhancing PIIT through academic engagement with GenAI can help prepare 
graduates to transition smoothly into AI-enhanced roles (Damaševičius, 2024; Segbenya et al., 2023).  

Recent reporting suggests that universities are racing to adapt their teaching to prepare students for 
AI-integrated workplaces, reflecting growing institutional awareness of the urgency (Jin, 2025; Surjadi, 
2024). Insights from our study offer several points of guidance for institutions seeking to adapt. First, 
our findings support prior research (e.g., Greenwood, 2025; Harris-Reeves et al., 2023; Krusberg, 2025) 
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showing that novel teaching and assessment strategies – based, for example, on scaffolded tool use, 
student-led inquiry and structured ethical reflection – may help students engage more meaningfully 
with AI. Embedding such strategies into curricula could foster GenAI literacy, supporting graduate 
employability by ensuring students develop technical proficiency, adaptability and ethical judgement 
(Jacoby et al., 2024; Wut et al., 2025). Such strategies could also help address students’ differential 
adoption of GenAI based on gender and field of study by introducing more inclusive, discipline-
sensitive GenAI training. Second, our findings join with previous work on the broader institutional 
discourses that shape how GenAI is framed and perceived in higher education settings (Gonsalves & 
Acar, 2025), suggesting a parallel need for institutional capacity building, including professional 
development for staff involved in employability support, particularly in higher degree research 
contexts (O’Connor, 2024).  

While GenAI has the potential to transform learning environments, it also carries significant 
challenges, including workforce displacement, equity concerns and algorithmic biases, which require 
careful consideration through comprehensive institutional policies (Saidakhror, 2024). In particular, 
there exists a risk of over-reliance on AI at the expense of human interaction, potentially intensifying 
feelings of isolation (Crawford et al., 2024). Therefore, higher education organisations must advocate 
for responsible AI implementation that enhances rather than displaces human interaction while 
ensuring equitable access to these technological tools across all student demographics.  

In conclusion, higher education institutions must take an active role in shaping the future workforce 
by embedding AI literacy and employability skills into their curricula (Ramirez-Montoya et al., 2023). 
In particular, institutions can better prepare graduates for roles where AI tools are reshaping job 
functions, such as in business analysis, marketing and operations management (Ejjami, 2024), by 
ensuring all students have access to the AI-focused education that employers increasingly prioritise 
when hiring (Jacques et al., 2024). In this respect, our findings provide significant insights for 
educational policymakers and institutions endeavouring to integrate GenAI into higher education 
frameworks. While apprehensions regarding excessive dependence on technology persist, these can 
be alleviated through responsible usage protocols and a well-defined comprehension of GenAI’s 
limitations (Choudhury & Shamszare, 2023). Moving forward, higher education institutions must 
prioritise developing AI literacy across all student demographics, ensuring that graduates are well-
prepared for an AI-driven workplace. This holistic approach to technology adoption will enhance 
students’ employability while promoting inclusive participation in the ongoing digital transformation 
of work. 

Practical implications 

Several practical implications emerge from our findings for institutions, employers, policy makers, 
students and graduates. We consider each in turn.  

For higher education institutions, our findings have implications in areas including curriculum 
development and assessment, personalised learning and faculty training. First, our findings showing 
that students’ perceptions of GenAI are shaped by its perceived usefulness and ease of use point to 
the importance of integrating AI literacy and data skills across disciplines. To enhance these 
competencies, institutions could embed AI-related skills into course assessments and regularly update 
curricula to stay aligned with emerging AI applications in the workforce. At the same time, given our 
findings on the importance of openness to innovativeness as a personality trait, institutions should 
support students with diverse technological comfort levels by offering personalised learning 
approaches that encourage responsible engagement with AI tools, with the aim of ensuring that all 
students have the opportunity to develop AI competency. Finally, faculty must be enlisted to help 
achieve both these goals—i.e., integrating AI into course curricula and assessments while supporting 
students with differing levels of readiness and comfort with technology. Toward this end, institutions 
should strengthen faculty training in AI literacy, helping faculty to incorporate AI tools thoughtfully 
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while being mindful of students’ individual-level differences. Indeed, recent research highlights the 
importance of training educators in AI to ensure they can effectively incorporate these technologies 
into curricula, thus preparing students for the challenges of the AI-driven workplace (Ramírez-
Montoya et al., 2023). This approach will support the effective adoption of AI technologies across 
varied student demographics, helping all students build confidence in using these tools and preparing 
them for technology-driven roles in diverse fields. 

For employers, our findings point to the need for skill feedback and clear role requirements. 
Specifically, by providing targeted feedback on AI-related skills and clearly communicating the specific 
digital competencies required for various roles, employers can guide students in refining the skills 
most in demand. Collaborating with higher education institutions to align curricula with industry needs 
can help bridge the skills gap, ensuring that educational programmes equip students with the 
competencies valued in the AI-driven workplace. 

For policy makers, our findings highlight how attitudes toward GenAI adoption vary based on students’ 
backgrounds, with differences observed across gender and academic discipline. Policy initiatives that 
incentivise industry–education collaboration could help ensure that AI-centred curricula and hands-
on training programmes are accessible to all students, regardless of background. Targeted funding for 
collaborative projects can bridge the gap between academic preparation and job requirements by 
offering practical AI experiences that reflect industry standards, thus addressing diverse student 
needs. 

Finally, for students and graduates, our findings underscore the pivotal role played by personal 
innovativeness in AI adoption. Students with higher PIIT show a greater likelihood of embracing GenAI, 
suggesting that proactive engagement with AI tools can build essential competencies. By seeking AI 
learning opportunities, students can improve their readiness for technology-enhanced roles and 
develop the adaptability and critical thinking skills increasingly needed across a range of careers 
(Krause et al., 2025). At the same time, success in an AI-driven workplace requires a blend of technical 
and adaptive skills, suggesting the value of interdisciplinary learning. Students are encouraged to 
complement their AI competencies with problem-solving, communication and teamwork skills, 
preparing them for the complexities of an evolving workplace (Wei et al., 2025). Integrating AI 
competencies into diverse disciplines can help students build a robust, adaptable skill set suited to 
dynamic professional environments (Babashahi et al., 2024). 

These implications highlight the need for a coordinated and multipronged approach to enhance 
graduates’ preparedness for an AI-driven workplace. The successful implementation of these 
recommendations requires ongoing collaboration and commitment from all parties to ensure 
graduates can effectively engage with and leverage GenAI technologies throughout their careers. 

Limitations and future directions  
This investigation was conducted through a cross-sectional survey. Despite findings from regression 
and SEM analyses hinting at possible causal relationships among the variables, it is important to 
recognise that the model applied in this study validates a plausible interpretation of the connections 
between variables yet cannot confirm causation.  
 
The current study also has methodological limitations, in that the survey was exclusively distributed 
to students from a single college in Israel. While the students sampled had varied academic 
backgrounds, future studies should employ random sampling across various disciplines and periods 
to enhance the validity of the conclusions. In addition, conducting similar research in other 
geographical regions would enable comparative analyses and help identify region-specific 
implications for GenAI integration in education. The global survey by Ravšelj et al. (2025) highlights 
the value of cross-national designs for uncovering how institutional, cultural and policy contexts 
shape student perceptions. Future research and practice might build on such approaches to inform 
the development of inclusive AI integration strategies in diverse educational settings. The degree 
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level of students has also been found to influence student perceptions of Gen AI tools (Daher & 
Hussein, 2024) and should be studied further, especially in terms of how it relates to employability 
and career development.  
 
In addition, this study focused on student perspectives. Future research should explore the 
perspectives of academic staff, to facilitate teaching adapted to a GenAI environment and 
adequately prepare graduates for the rapidly changing job market. Finally, the current study may 
serve as a foundation for more targeted investigations into one or more of the practical implications 
identified, such as ethical awareness, skill development, or the evolving student–instructor 
relationship. 
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Appendix: The research questionnaire 

Personal innovativeness in IT (PIIT): 

1. If I heard about a new information technology, I would look for ways to experiment with it. 
2. Among people my age, I am usually the first to try out new information technologies. 
3. In general, I am hesitant to try out new information technologies. (Reverse question) 
4. I like to experiment with new information technologies. 

Perceived usefulness (PU): 

1. Generative artificial intelligence can be useful for achieving learning goals faster. 
2. Generative artificial intelligence can be useful for improving my learning. 
3. Generative artificial intelligence can be useful for increasing my learning productivity. 
4. Generative artificial intelligence can be useful for effective implementation of my learning. 
5. Generative artificial intelligence can be useful by allowing me to learn more easily. 
6. Generative artificial intelligence can be useful to enable me to do my work as a teacher 

more easily. 
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7. I find generative artificial intelligence useful in my learning as a student. 

Perceived ease of use (PEU): 

1. It is easy for me to learn how to use generative artificial intelligence. 
2. It would be easy to access generative artificial intelligence and to do what I want to do. 
3. It is easy for me to navigate generative artificial intelligence technologies. 
4. What I can do with generative artificial intelligence will be clear and understandable to 

others. 
5. It is easy for me to develop good skills in using generative artificial intelligence. 
6. I believe that most of my friends will be able to easily use generative artificial intelligence. 

Attitude toward use of GenAI (AT): 

1. I am comfortable learning with generative artificial intelligence. 
2. Learning with generative artificial intelligence is stressful. (Reverse question) 
3. I don't like learning with generative artificial intelligence. (Reverse question) 
4. In general, I am not satisfied with my use of technology in learning over the past two years. 

(Reverse question) 
5. The use of generative artificial intelligence for learning is accompanied by significant ethical 

concerns. (Reverse question) 

Behavioural intention (BI): 

1. I will only use generative artificial intelligence if my college asks me to do so. (Reverse 
question) 

2. I will combine the use of generative artificial intelligence with other ways of learning 
whenever it is possible to do so. 

3. I am willing to support my classmates in using generative artificial intelligence in learning. 
4. I am willing to use generative artificial intelligence even when it is not required at my 

college. 

Actual use of GenAI (AU):  

Which AI tools do you use? (Check all that apply) 

1. ChatGPT 3.5 
2. ChatGPT 4.0  
3. Claude   
4. Consensus   
5. SciSpace   
6. GEMINI   
7. Perplexity 
8. Other:   ________ 

Please indicate how often you use generative AI for the following learning-related purposes (1: Never 
– 5: Very Frequently): 

1. Summarising material. 
2. Solving exercises. 
3. Performing assessment tasks. 
4. Practicing for a test. 
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